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ABSTRACT

Hypersonic vehicle design involves several complex,
highly coupled disciplines. The need to use muitidiscipli-
nary optimization techniques to determine the optimal
configuration is rather apparent. This paper presents a
multidisciplinary configuration optimization technique which
directly applies to the very difficultchallenge of hypemonic
vehicle design.

INTRODUCTION

The developments in computational fluid dynamics
{CFD) techniques i, recent years are significant. Although
CFD analysis can require significant time to be performed
due to flow complexity and grid issues, the accuracy with
respect to high speed vehicle performance is very reliable.
Concurrently, various types of optimization methods based
on CFD and CSM (computational structuralmechanics)
analyses are recieving more attention, references 1-4.

in the case of hypersonic vehicles, the use of multidis-
ciplinary optimization techniques is very important for
proper sizing of the vehicle. The key disciplines are
aerodynamics, inlet performance, propulsion, and struc-

tures. One of the serious concerns inthe preliminary design
stage is the vehicle performance based on an assumed
takeoff gross weight Paniculary, effective SpeCifiC impulse
is an important parameter in the attainment of a desired
vehicle trajectory. Since the specific impulse is a direct
function of the vehicle thrust and drags, minimizing the drag
forces is essential. On the other hand, the same thing can
be achieved by maximizing thrust through the improvement
of the inlet perfomance and the fuel volumetric efficiency.

the form=ion of a global sensitivity matrix, the optimization
pmcees, and some results will be shown.

PROBLEM STATEMENT

In order to excerclse CFD and other derived sensi-

tivities in an optimization problem, a vehicle specification
and a Key point in the trajectory are defined. The hyper-
sonic vehicle baseline ¢onfigurmion used in this study is
shown in figure 2, including the design variables chosen.
Presently, we are dealing only with the forebody of the
vehicle for simplicity. Therefore, the effect of the forebody
on the altbody aerodynamics is neglected at this time. The
attbody (ie., nozzle, I:x)dy/laD,eleven, etc.) effects are
included in the propulsion contributing analysis (CA) and
the tdm contraint.

The flight condition at which the vehicle willbe
optimized is as follows; Mach = 16, q = 1500 pof, and = =
0.0 degrees. Finally, the objective function for this optimi-
zation is defined as follows.

Objective: maximize Tsp

.Tsp= T - D
mf

The traditional sizing method attains closure on a
vehicle design by photographically scaling the baseline to where,
achieve the required fuel fraction. This occurs at the inter.

section of the fuel required and the fuel available curves.as
shown in figure 1. It is possible to attain closure by
bringing the fuel required curve down and/or by bringing the
fuel available curve up. As a first step, the fuel available
will be held constant in the approach in this paper. Hence,
the approach in this paDer will concentrate on bringing the
fuel required curve down. For simplicity, this will be
acoomplished by maximizing the specific impulse (leg) at a
critical point in the trajectory by modifying the baseline
configuration geometry.

In this paper, a specific a¢_oach to sensitivity calcula-
tion, the determination of independent design parameters,

T = th11.tSt

D= drag
mf = fueL flow ra_

Do = total unn'immed drag
D_ = ram drag

13_ = forebody pressuredrag
D,,i== = forebody viscous drag

Dm= aftbody drag (held constant)
1:)== elevon drag

=bodyt' drag

O)

(2a)

(2b)
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Figure 1. The sizing process

OVERALL OPTIMIZA_ON PROCEDURE

A muitidiscipiina_/decoml_x)sitiorVo_timization
technique is used to develops the global sensitivities
needed by the optimizer in an efficient manner. This
technique involves four steps as shown in figure 3. ODe-

termine the most efficient decomposition of the design
process, by identifying the individual contributing analysos

(CA's) that makeups.the design process using an N-
squared diagram. _ Define the linkages between CA's I_
adding to the N-squared diagram developed in step 1. _3/
Calculate the sensitivity derivatives for each CA independ-
ently. (_) Combine the sensitivities in the global sensitivity

equations (GSE) to determine the global sensitivity deriva-
tives (GSD) which are then used by the op(imizer to
determine an optimum configuration. Further background
and examples of applications of the methodology can be
found in references 5-6. The following sections describe
each step in more detail.

1. DECOMPOSE DESIGN PROCESS

The N-squared diagram, shown in figure 4, is a handy
tool for presenting the functional decomposition and the
linkages between CA's, which are discussed in this and the
next section, respectively. It shows some of the disciplines
included in the design process.

! =-..= i
o,o- I [ J

1
I

Step I - Decompose design proctss

I Aamo ! I' _ORAG _ORAG_(_u aTHmarr

; vnuom_ ].., awm_rr

aGL,_U aTl_l

IiqLm_m_ i a_JlL WIDGH'Ir _JEL wEl_Hr'r:::)
_O_O _Hmam,

Stop 3- Each dllctpllne krtdeperlderltly ¢/¢ulltl
sensitivity derivatives

naambwal"

F_ure 2. Baseline conf_uration

Each box is a contributing analysis card which
contains information about CA. It identifies figures of merit,
constraints, and control variables. It also defines the

programs to be used to generate the sensitivity data and
the person(s) responsible for running them.For the present
work, lhe maximum amount of disciplines used in the
results are those shown in figure 5. Results are also
presented for optimizations where some of these CA's are
not included.

2. DEFINE LINKAGES

Each oval in figure 4 identifies a connection between
disciplines. By following the lines away from the oval and
towards the CA boxes, the two disciplines involved in the
linkage can be identified. Each oval is a data card which
identifies the information passed from one CA to another
CA. It also defines the person(s) responsible for generating
the data and the person(s) that would recieve the data
during a traditional design cycle. The linkages that o¢oJr in
the p_esent work appear as dots in figure 5.

3. CALCULATE LOCAL SENSITIVITY DATA

Each discipline independently calculates the sensitivity
derivatives which are defined during step 2. The sensitivity

I
I I

STEP 2 - Define linkages ( and s4m|itlvlty derlvadJves)
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STEP 4 - Solve ldntulIJlleOUil oquIItlorto for |lObld

_itlvlty dedviltlves (OSO) and optJmlzo

Figure 3. Overall optimization procedure
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Figure 4. N-squared diagram example

data is calculated using a finite difference approach. Three

different ways of determining the sensitivity data and the

change in the sensitivity data away from the baseline are

presented in figure 6.

The first-order one-sided difference (FO-OSD)

approach has the key advantage of requiring only the
baseline and one additional run to calculate the first- order

sensitivity data. However, the accuracy in the direction

opposite to the perturbation can be very poor if the curve ls
not dose to be linear.

The first-order central difference (FO-CD) requires the

baseline plus two runs to calculate the sensitivity data. It
produces better accuracy than FO-OSD in one direction,

but gives up some accuracy in the other direction which

makes this approach not worth the extra cost of the
additional run.

However, without making any additional runs, than the
FO-CD approach, the second-order (SO) approach can be

used. The advantage to the SO approach is the ability to

model the nonlinearity in the sensitivity data. The FO-OSD

approach and the SO approach each have their advan-

tages and disadvantages, which one is best to usa

depends on the nonlinearity of the problem.

Figure 5. Step2 for present work

The use of pre/postprocessors in order to speed up
the preparation of input data for the aerodynamic and

structural flexibilty analysis was very important in generat-

ing the local sensitivity data in a timely fashion. The

diagram in figure 7 illustrates and describes those used in

the present work.

4. SOLVE GLOBAL SENSITIVITY EQUATIONS
AND PERORM OPTIMIZATION

The N-squared diagram, in figure 5, translates into the

set of global sensitivity equations presented in figure 8.

Any of the disciplines shown can be neglected by removing
the proper rows and columns from the matrix equation. For

example, in order to remove the effect of the 2-0 Navier-

Stokes CA from the optimization, the first row and first
column would be deleted.

The right-hand side (RHS) of the equation deals with

the local sensitivity of the outputs from each CA with

respect to a single design variable. If the design variable is

not a direct input to a particular CA, then all the iocal
sensitivities in the RHS are zero with respect to that

variable for that CA as shown in figure 8 for the propulsion
CA.

The left-hand side (LHS) includes the cross-coupling

(or linkage) sensitivity matrix and the solution vector. The
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Figure 8. Global sensitivity equations

solution vector contains the global sensitivity of the outputs

from each CA with respect to a single design variable.
There will be one RHS and one solution vector for each

design variable, it is important to note that although the
local sensitivities on the RHS are zero for a particular CA

with respect to a particular design variable the global sensi-
tivities need not be zero.

The resulting global sensitivity data is then used to

update the vehicle performance during the optimization
run. This is accomplished using a Taylor series expansion

for each of the outputs from each of the CA's. The objec-

tive function and the constraints are then updated and

passed to the optimizer.

The optimizer used in the present work isthe ADS

(Automated Design Synthesis) program, roferance 7, with
ISTRAT-O, IOPT-4, and IONED=7. ISTRAT=0 indicates

that no initial strategey is used. The use of the Method of
Feasible Directions (MFO) for constrained minimization,

references 8-9, is indicated by IOPT,,4. The one-dimen-
sional search, IONED=7, finds the minimum of an con-

strained function by first finding bounds and then using
polynomial intarpolation.

baseline S_aDe 1_OSltlve DerturOatlon
negatlve Der_urOatlon

I
¢cmea_ae r,_e_eey k._U,

u_a eu,_aeeh_pt UNer _,,tace tr,,aeme,,te,_lm

Figure9. Designvariables

CONRGURATION DECOMPOSITION

The configuration is decomposed into independent

design variables which are used by the optimizer to

improve the vehicle performance. The design Wl|riables

which will be used in the hypersonic forebody optimization

examDle in this paper are shown in figure 9. The main

concern when decomposing a configuration is to make the
design parameters ass independent as possible. The more

independent they are the larger the allowable move limit in

the optimization run, which can possibly reduce the

number of optimization cycles. At the beginning of each

¢ycde, the final shape from the previous cycle is analyzed
and new global sensitivities are generated. By reducing the

number of optimization cycles, a substantial amount of

¢ompuifationaJ cost and time can be saved.

RESULTS AND DISCUSSION

In this paper, four optimization cases are examined.

The objective function for the first two cases uses equation
2a in conjunction with equation 1. These equations

produce an untrimmed specific impulse (Isp). Cases 3 and

4 use equation 2b instead of 2a to produce a trimmed Isp

for the objective function. All four cases have a foreCx)dy

tank volume constraint for simplicity and to concentrate on

one aspect of the present approach's capability. The

design variables are limited to a maximum of 10% change,

plus or minus, from the baseline values. Eachcase adds
either another CA or an additional constraint to the

optimization process. More details and results of each case

are discussed in the following paragraDhs.

_e initial optimization case shown in this paper

contains the CA's, 3-D Euler and propulsion. As a first step,

the oOjectivo is to maximize an untrimmed Is;), neglecting
viscous effects on inlet performance, trim effects, and

flexibility effects. These additional effects will be added one
at a time into the cases to follow. The only constraint for

this case is the forebody tank volume constraint, which is
defined as follows:

-¢ < (present tank volume - baseline tank volume) < _ (3)

¢ = 0.1% of the baseline tank volume

The results of case 1 are shown in figure 10. The most

significant design variable change occurs to the geometric

transition length (DV-4). The incroasa in this design

variable dacreasos the tank volume slightly. _ it signifi-

cantlydecreases the forebody drag which is a key factor in

maximizing the lsD. The loss in volume is compensated
the other vafaiblos. The forebody length (DV-1) Increases

while the cone anglo (DV-2) dacroasos to produce a morn

Slendm' forebody which helps maintain the tank volume

while reducing the drag. The ut:gor surface height (DV-3)
paramater is relatively ineffective, although it increases

slighty to help maintain the tank volume. The optimizer
predicts apl:)roximately a 17% increase in the untrimmed
effective lsp.
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CASE2
The second optimLzationcase is the same as case 1

with the addition of the 2-O Navier-Stokes CA. This CA

contributes the viscous effects on inlet performance to the
optimization process.

The results for case 2 show that the changes inthe
design variables are qualitatively similar to case 1, as
shown in figures 10-11. DV-3 and DV-4 have almost
identical changes in magnitude in cases 1 and 2, which is
due to the fact that these two variables have an insignifi-

cam effect on inlet performance. However, the magnitude
of the changes in DV-1 and DV-2 are smaller for case 2.
This indicates that the benefits of making the forebody
more slender reaches a maximum closer to the baseline
shape when the v_:ous effects on the inlet performance
are included in the process. Even with these differences in
magnitude, the objective function value is almost identical
in the two cases. This is due to a posit_4eviscous effect on
the inlet performace duo to the change in DV-1 and -2,
which counter-balances the increase in drag for the less
slender forabody.

CASE3
The third optimization case uses equations 1 and 212to

produce a trimmed lap for the objective function. It includes
the same CA's as case 2 with an added constraint. The

constraint added is for maintaining trimgiven a trimmed
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FKJUra11. Case 2 results • addition of 2-0 Navier-Stokes
contributing analysis to case 1

baseline vehicle, and it is defined as follows:

-¢ < (summation of changes in moments) < ¢ (4)

¢. 1% of the baseline summation of moments

In order to trim the vehicle, the eleven deflection (DV-5)
and the bodyflap deflection (DV-6) must be included as de-
sign variables. For this paper, these control surfaces
produce only a moment and a drag. For simplicity, the
effect of the bodyflap on the propulsion is neglected. The
moments are used to satisfy equation 4, and the drags,
which appear in equation 2b, are the performance penalty
for trimming the vehicle. In order to start the o_imization, a
baseline condition for the control surfaces is required. The
baseline condition for this paper is a 5.0 degrees deflection
for both surfaces. These deflections add drag to the
baseline, wh_:h creates a fewer baseline lap than the
untrimmed cases.

The changes in DV-1 through -4 are similar to case 2,
as shown in figure 12. It is important to note that the 20 %
increase in the objective function is with respect to a
trimmed baseline lsp. The percent changes in the previous
cases are with respect to an untrimmed baseline Isp, which
is larger than the tdmmed value due to not including the
drag from the control surfaces. Therefore, the actual value
of the objective may be larger for case 2 than it is for case
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Figure 12. Case 3 rasu_s - addition of trim
constraint to case 2
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3.Of the two additional variables only the tx:_lyflapseems
to be effective. The optimized shape actually requires less
bodyflao deflectlcn then the baseline which reduces the
drag due to this control surface. This accounts for most of
the increase in the percentage change in the objective.

CASE4
The fourth optimization case is the same as case 3

with the addition of the structures CA. This CA contributes

the forebody flexibility effect to the optimization process.
For simplicity, the structural flexibility CA is onhf linked to
the 3-D Euler CA, and it is not presently linked to the 2-D
Navier-Stokes CA,as seen in figure 5. Hence, the effect of
flexibility on the viscous part of the inlet flow is neglected.
The procedure for adding structural flexibility to the
optimization process is described in more detail in
reference 6.

In the previous cases, the optimizer produced a
longer and more slender forobody. By adding the flexibility
effect into the optimization process, the same type of
shape occured, except that the design variables remained
closer to the baseline vaJues, as seen in figure 13. This
indicates that the benefits of making the forebody longer
and more slender reaches a maximum closer to the

baseline shape when the flexibility effects on the forebody
aerodynamics and the inviscid inlet performance are
included in the process. For a rigid vehicle when the
optimizer increases the forebody (ength and decreases the
cone angle, the forebody drag is reduced. However, for a
flexible vehicle these changes also generate larger
deflections due to the air loads, which produces more drag
compared to treating the vehicle as rigid. Eventually, the
optimizer reaches a point where an additional increase in
DV-1 and a decrease in DV-2 creates more additional drag
due to flexibility than the decrease in drag due to the
design variable changes. This explains why the change in
the design variables and the improvement in the trimmed
specific impulse Lsmuch smaller in case 4 than it is in case
3.

CONCLUDING REMARKS

A multidisciplinary configuration optimization technique
which directly applies to the very difficult challenge of
hypersonic vehicle design is presented and demonstrated.
A simple hypersonic forebody design problem is used as
an application of the technklue. The basic result of the four
optimizations is that a longer and more slender foretx>dy
produced a higher specific impulse. It is interesting tOnote
that qualitatively the changes in the forebody design para-
meters are similar for aJlfour cases.

By adding the 2-D Navier-Stokes CA to the initial
optimization case, it is discovered that the inlet perform-
ance increased from viscous effects due to the design
variable changes. However, this positive effect dropped off

as the design varalbles got farther away from the baseline,
which is evident from the case 2 results.

r

The most interesting result of adding the trim con-
straint is that the forebody shape changes (DV-1 through -

417

4) are almost identicaJto the previous case. In addition, the
shal_e changes actuaJlyrequired trim moment from the
control surfaces, which aLsoreduced the trim drag. For the
problem presented, only the bodyflap was effective in
maintaining the trim constraint,

The result of adding the flexibilty is the same as result
in reference 6. The addition of the other disciplines had no
qualitative effect on the structural effect on the optimization
results.

Future work will investigate optimizing for multiple
design points. This can be accomplished by adding the
trajectory contributing analysis. In addition, the optimization
of the rest of the vehicle's sha,oe (le., aftbody, wing, inlet,
etc.) needs to be included in the process.
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